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Real-time systems (1h45)
M1 IL 2015-2016

Les documents de cours ne sont pas autorisés, sans calculatrice

1 Course questions

Question 1. Give the definition of a real-time system.
Question 2. Explain the concepts of "hard real-time” and ”soft real-time” 7

Question 3. Give the definitions and the french translation of the terms : determinism, reliability
and predictability.

Question 4. What problem can occur in the case of loop programming if we change to a less
efficient processor (only in term of execution time)? And with a more efficient processor 7

Question 5. What problem can appear when sending a burst of interruptions on a UNIX system 7
Why are there no "real” solution to this problem ?

Question 6. What the WCET and what is it for?

Question 7. What is "priority inversion” problematic scenario and what is the ”priority inheri-
tance” protocol?




2 Scheduling

Reminders - W =3 % ;
~ U(1)=1, U(2)=0.83 , U(3)=0.78 (=46.8/60).

Exercice 2.1 : Sporadic tasks scheduling

A system must perform the following 5 tasks :

— A takes 3 seconds, is ready at t = 5 and its deadline is at t = 11;
B takes 2 seconds, is ready at t = 2 and its deadline is at t = 7
C takes 4 seconds, is ready at ¢t = 3 and its deadline is at ¢ = 15;
D takes 2 seconds, is ready at t = 6 and its deadline is at t = 9;
— E takes 4 seconds, is ready at ¢t = 0 and its deadline is at t = 8.

Question 8. Give the scheduling with EDF. Indicate priorities between tasks. When the priorities
of two tasks are equal, choose : A to B, B to C, etc.

Question 9. Give the scheduling with LLF. Indicate priorities between tasks on each time interval
(and the calculations to get it). When the priorities of two tasks are equal, choose : A to B, B to
C, etc.

Exercice 2.2 : Periodic scheduling

Set of periodic jobs X, Y et Z :

— X takes 2 seconds every 5 seconds;

— Y takes 1.5 seconds every 4 seconds;

— Z takes 0.5 seconds every 3 seconds.
All jobs are ready at ¢t = 0.

Question 10. Is the RMS scheduling policy is optimal 7 Is there a solution according to RMS?
Justify your answers. No scheduling is requested to answer to these questions.

Question 11. Give the CPU scheduling with RMS policy (until the first missing deadline).

Question 12. Determine the minimum CPU speed increase allowing RMS to become optimal. No
scheduling requested.

Question 13. Are EDF and LLF optimal 7 No scheduling requested.




3 Synchronization

Exercice 3.1 :

Below the two threads A et B :

A B
P(seml) | P(sem2)
P(sem2) | P(seml)

V(s.c-£n2) V(s;;'nl)
V(seml) | V(sem2)

Question 14. What problem can occur during the parallel execution of the threads A and B?

Question 15. Find three different options to solve this problem. What are the new versions of
threads A and B for each option ?

Exercice 3.2 : Read / write buffer

This problem consists of a set of threads and a shared buffer (V elements buffer). Several " writer”
threads that write data into the shared buffer (write_buffer(data) function) and one "reader”
thread that reads data from the shared buffer (read_buffer () function). The buffer management
is not to achieve, simply use the functions (write_buffer(data)) and (read_buffer()) in the
pseudocode of each thread types.

System constraints :

— Each Writer() threads will perform M writes in the buffer (M > N);

— The Reader () thread will read data from the buffer as long as there in;
— Reads and writes can be performed in parallel.

Question 16. Write pseudocodes of the Reader ( ) and Writer( ) threads within the constraints
of the system. The synchronization between threads will be done with mutex and/or semaphores
and the primitves P() and V() (as in the course). Specify the usefulness of each mutex and
semaphore(s) you used.




Exercice 3.3 : Synchronization barrier for N threads

A synchronization barrier ensures that several threads have reached a particular moment. Thus,
there are several threads that run in parallel and they need to wait for the last of them to finish
(one section of the code) before they can all move on. The figure below illustrates the operation of
this synchronization barrier (or rendez-vous) for 4 threads.

L Légende :
{ Frnnsern (e wWEeE Processus en attente
sl
i = ProCESSUS EN COUTS
% FEFNERENN W
i
1

Temps

Question 17. Write the code of a synchronization barrier mechanism between N threads using
mutex and/or semaphores and the primitves P() and V() (as in the course). Fill the empty cells in
the program given in figure 17.

Notes : — Note that some of the empty cells can be remain empty and some other(s) can contain
multiple lines of code if needed ;
— La global variable « nb_process »represents the remaining number of threads to be syn-
chronized (i.e. the number of threads that have not reached the barrier). It is initialized
to N.

void barriere (void)

{

int 1 = 0;

P(moles)

nb_process--;

if(nb_process = 0)

for(i=0 ; i<W ; i++) /

{

N .
V( M@ X)

1 Mg

nb _process = N;

{ -



